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ASSESSMENT OF EFL LEARNERS’ WRITING SKILLS: THE IMPACT OF GRAMMATICAL ACCURACY ON NOVICE TEACHERS’ SCORING

ABSTRACT
In many English language teaching programs, assessment of students’ written products has usually been done analytically to increase raters’ objectivity and reliability. In analytic assessment, raters are expected to assign separate scores for a certain number of components of students’ compositions. Assessing in this way, however, raises the question of whether raters consider each component independently in assigning their scores. This study, therefore, examined the probable effects of improvement in one component (grammar/language use) upon novice Turkish English language teachers’ grading the whole composition and the other four components (content, organization, vocabulary, and mechanics). For this purpose, 14 teachers, teaching at Anadolu University Prep School, were asked to grade 20 student essays twice over a one-month interval. However, before the second grading, the errors in language use were corrected by a native speaker instructor of English. The results of statistical analysis regarding the first and second gradings revealed that the teachers tend to assign considerably higher scores in the second grading for all of the other four components. This led, in turn, to significant increases in the students’ overall grades.
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INTRODUCTION

In the process of assessing students’ writing ability, teachers have always had to deal with the difficult task of grading the written texts produced by students. What makes an essay test difficult or somehow problematic is not the development of the testing instrument but the quality of information it yields. How much can it be trusted?

The scoring procedure of written texts produced by students is considered by a number of teachers to be difficult and complex since it is potentially a very subjective process that may involve low scorer reliability (Baker, 1989; Gay, 1985; Harrison, 1983; Huang, 2008; Henning, 1986; Kubiszyn and Borich, 1990; Huang, 2008). However, despite the probability of such a problem, Gay (1985) reminds that “the degree of subjectivity can considerably be minimized by careful planning and scoring” (p. 226). Therefore, adopting an analytic assessment procedure which provides raters with detailed criteria that will lead them to focus their attention on some common standards in the marking process might be a way of decreasing this potential subjectivity.

Analytic scoring is commonly defined by researchers (Hughes, 1989; Kroll, 1991) as the assignment of a separate score for each of a certain number of features found in a written text. There are several advantages of such a procedure of scoring where teachers have the chance to reach a total score through some sub-scores and where students are able to see what constitutes their total scores. Hughes (1989) explains these advantages in terms of both students and teachers as follows: “First, it disposes of the problem of uneven development of sub-skills in individuals. Secondly, scorers are compelled to consider aspects of performance which they might otherwise ignore. And thirdly, the very fact that the scorer has to give a number of scores will tend to make the scoring more reliable” (p. 94).

Despite all these advantages of using an analytic scoring guide, Hughes (1989) is still concerned about whether scorers can judge each of the sub-components of a scoring guide independently of the others (which is called halo effect). Perkins (1983) also holds a similar view and draws attention to this potential problem stating that “the features to be analyzed are isolated from context and are scored separately. Discourse analysis and good sense tell us that a written or spoken text is more than the sum of its parts” (p. 657).
Despite using the same analytic scoring criteria, different teachers’ gradings for the same student’s composition may result in inconsistent scores which, in turn, leads to a high subjectivity. Such a case is likely to be encountered due to various factors such as the different background of raters (e.g. teachers’ experience in teaching writing), or as the varying quality of certain features of students’ written texts (e.g. students’ competence in grammatical structures). There are several studies that investigate whether teachers with different teaching backgrounds and/or students’ competence in grammatical structures play a role in the distribution of the scores assigned to the papers.

In literature, there are a number of studies that investigated whether the scores assigned by scorers to the written texts of students are influenced by several factors. In one study, Sweedler-Brown (1993) investigated whether experienced English writing instructors who are not yet trained to teach English as a second language are more influenced by grammatical and syntactical features of English or proficiency in the broader rhetorical features of writing when they grade ESL essays. The results indicated that even experienced teachers but not trained to teach ESL paid more attention to the students’ grammatical accuracy. They assigned higher scores to the papers, whose grammar errors were corrected, when compared to the scores assigned to the original ones. Therefore, the researcher concludes that teachers cause many ESL students to fail the writing program although these ESL students do not differ from their native speaker peers in terms of the quality of content and organization found in their papers.

Vann, Meyer and Lorenz (1984) also revealed in their study that errors at sentence-level are judged by different standards. That is, some errors were considered by some respondents to be less acceptable, while the same type of errors were tolerable for some other respondents. Therefore, the study reaches the conclusion that the quality of compositions written by non-native speaker students is judged in terms of some factors such as comprehensibility and correctness. However, the researchers mention one important limitation to their study. All the sentences were separate statements, and there was, hence, no content and organization provided. For that reason, the researchers suggest a further study that focuses on sentence-level errors yet in a context.

Janopoulos (1992) searched for the possible tolerance of native speaker and non-native speaker writing errors. The results indicated that there generally occurred more
tolerance of non-native speaker errors than that of errors perceived to be made by native speakers.

In a more comprehensive study on errors, Santos (1988) investigated how instructors from two different faculties react to essays written by non-native speaker students. The researcher, by commenting on the results of a questionnaire given to the graders, also searched for whether reader characteristics such as age, gender, and native language affect the scoring of essays. The researcher concluded that the rhetorical features of writing, such as content and organization, are among the major factors that influence the graders’ overall scores. The results indicated a significant difference between the components of essays. The professors were found to be more severe in judging the content and more tolerant towards the language use of students. A further analysis on language use errors made by students also revealed that the graders found the sentences containing these errors to be highly comprehensible and reasonably unirritating yet linguistically and academically unacceptable. When the responses given to the questionnaire were taken into account, the ages and the native languages of the professors were found to be significant. That is, the older professors found errors to be less irritating than their younger colleagues did. Furthermore, the native-speaker professors were more tolerant towards errors, and non-native speakers judged the errors more severely.

In another study, Shohamy et. al. (1992) investigated rater reliability in terms of whether experience in teaching and the training of raters make a difference on the scores that teachers assign to papers. No effect was observed in relation to the raters’ background. However, with respect to whether training affects raters’ judgements, the results indicated that training significantly influenced ratings.

It would be better here to remember that, in general sense, testing allows us to determine, at a time, whether our students have achieved our pre-determined objectives of a particular course or not. This is also true for the testing of students’ writing skills in the way as follows: Any student taking a writing course is expected to express himself effectively and efficiently in his written production so that he can successfully convey his message to others using the language he has been learning. That is, for the students to be successful in written communication, they are expected to:

- put forward ideas rich in content and relevant to the present context
- have a wide range of vocabulary so that they can present their ideas effectively
- produce structurally correct sentences so as to have meaningful statements
- obey the rules of writing such as punctuation and spelling
- present their ideas in an organized manner (i.e. students should be able to choose an appropriate genre and a suitable rhetorical pattern, include a clear main idea with a sufficient amount of supportive evidence or examples and should pay attention to the use of transitions that help coherence and cohesion in a text).

To restate this in a single sentence, a well-written text is expected to involve a rich content with well-organized ideas, a wide range of vocabulary and grammatically correct sentences. In this sense, when we assess a student’s paper, using either a holistic scale or even an analytic one, we should judge the paper considering what qualities a good paper should have. That is, a rater should keep it in mind that a good paper has to include all the above features, which are important for a successful written communication.

However, in almost all preparatory schools in Turkey, as in that of Anadolu University, students at different proficiency levels (from beginner to advanced) take a writing test as a part of the end-of-year achievement test. In this writing test, students are asked to write an essay. Due to the examinees at various levels, it is always highly likely that teachers in the marking-committee will end up with papers of varying qualities in terms of these five features mentioned above (content, organization, vocabulary use, language use and mechanics). For instance, one can expect an upper-level student to be quite successful in each of these five features. However, it is also possible that another student of the same proficiency level may fail, say to organize his/hers ideas even though s/he has mastered the English language grammar. Similarly, a student at a lower level might present his/her ideas rich in content in a well-organized manner yet may still have problems with appropriate word-choice and/or with the accurate use of grammar. These are all just possible illustrations that teachers may encounter when assessing student papers. Thus when an analytic scoring scale is used for the assessment of written productions, as in the case of this study, one should never forget that each of these five components (content, organization, vocabulary use,
language use and mechanics) refers to a different feature of a text and should be assessed independently from one another.

As a productive skill, writing occupies an important place in all foreign language teaching syllabuses. Parallel to this significance of the place that writing skill takes in language teaching programs, reliable assessment of students’ written performance is also of great importance. Then it is clear that a careful, free-from subjectivity type of an assessment of this skill is necessary in terms of fairness to the students. In some cases, a one-point difference in students’ scores may determine their success of failure in the program. This is also true for the students from all proficiency levels (from beginner to advanced) who attend the Preparatory School of Anadolu University where about 150 instructors with different teaching backgrounds teach English. Therefore, this study aimed at finding out whether grammatical accuracy (or errors) in student essays influences the scoring of teachers. For that purpose, the teachers participating in this study were asked to grade the same paper twice as follows: In the first grading, they were requested to mark the original papers and in the second grading they were asked to mark the same paper, yet the sentence-level grammar errors of which were corrected. This would help us to see if there would be an increase in the total scores between the two gradings or not. If so, it would also enable us to see in which of the other four components a change would occur.

Depending on the research problem, the following questions were set forth.
1. Do the total scores assigned by novice teachers in the first grading differ from those assigned in the second grading, in which they re-marked the same set of papers, yet whose sentence-level grammar errors were corrected?
2. In case of an increase in the total scores in the second grading, which of the other four components is affected by the improvement in the language use component?

**METHOD**

**Subjects**

The subjects of this study were 14 English language teachers, teaching at Anadolu University Prep School. They were all non-native speakers of English with different teaching backgrounds. The language teaching experience of all the participants varied from six months to two years, and they had taught writing for only one or two
academic years. Therefore, all the participating teachers were considered to be inexperienced writing teachers since according to Johnson et. al. (2000), a teacher who has taught writing for at least three years and above is considered to be experienced.

Data Collection

Selection of Student Essays

The materials used in this study consisted of 40 essays written by lower intermediate students under exam conditions the previous year. The reason for choosing this proficiency level was the fact that the essays written by lower-intermediate students were more likely to include language use errors at sentence-level. A total of 417 students at this proficiency level had taken the exam and had been asked to write a five-paragraph essay by choosing one among the five different essay topics. All the five topics required students to write a cause-and-effect essay. Here, in order to avoid the possible effect of different topics on the teachers’ grading process (Ruth and Murphy, 1988), it was considered necessary to choose essays written on the same topic. Therefore, by random selection, one topic was determined which 97 students chose to write essays about. Among these essays, a total of 40 essays were chosen for use in this study again on random basis.

Preparation of the essays

These 40 essays were divided into two sets. The first set of 20 essays was used to find answers to the research questions directed in this study. All the participating teachers were asked to mark this set of 20 essays twice. The second grading was held a month after the first grading, and before the second grading, the sentence-level grammar errors found in this first set of 20 essays were corrected. All the essays were typed in computer. This revealed the range of the number of words used in these essays, which was between 252 and 345 with a mean of 303.

As for the second set of 20 essays, they served as a tool to see if the teachers were consistent in their markings over time in terms of their intra-rater reliability. This was considered necessary for this study since the teachers were asked to grade the first set of essays (which were used to find answers to the research questions of the present study) twice over a certain period of time, which was a month. Therefore, the intra-rater
reliability coefficients would help see whether the teachers participating in this study were capable of re-judging papers considering similar standards across two gradings at different times.

**ESL Composition Profile**

The teachers received both sets of essays, 40 in total, together, and they were asked to mark them by using a well-known analytic scoring guide, the ESL Composition Profile. This profile was developed by Jacobs et al (1981), and it consists of five features such as content, organization, vocabulary, language use and mechanics, each of which has different weights of scores (for the profile, see Appendix 1). It is important to mention here that the grammar errors found in the first set of 20 essays were corrected by a native speaker of English, who had taught writing at Anadolu University for five years at the time of the study. He was asked to refer to the descriptors in the language use component of the ESL Composition Profile so that any correction of other errors belonging to the other components (content, organization, vocabulary, spelling, mechanics) could be avoided. Here, it would be better to remember an important characteristic of sentence-level errors referring to Leki (1992, p. 105), “problems at the discourse level are often fairly subtle, leaving the reader with the feeling that something is not quite right within the text but with no clear picture of where the problem lies. At the sentence level, however, errors are relatively obvious.”

**Data Collection Procedures**

As mentioned before, the teachers were asked to grade the two sets of essays twice at different times. For the first grading, all the teachers were asked to grade these two sets of essays (40 essays in total).

Before the second grading, as mentioned above, the sentence-level grammar errors of the first set of 20 essays were corrected. However, the second set of 20 essays remained the same for the second grading. In other words, the same second set used in the first grading was used again for the second grading without making any changes on the papers.

A further point to mention here for the second grading is that the teachers were not informed about the fact that they were going to rate the same set of 20 essays, nor
did they know any of the changes that were made in the first set of 20 corrected-papers.

Another point important for the second grading is that all the 40 papers in both sets were put into the packs in a random order so that the sequence of essays would not have an impact on markings.

**Determining the Internal Consistency of Raters’ Scores across Two Gradings**

In order to be able to compare the scores of the second set of 20 essays marked in the first grading with the scores of the same second set of 20 essays re-marked in the second grading, the Spearman-Brown Corelation was run. This statistical tool would provide us with correlation coefficients of the internal consistency of the scores assigned by 14 teachers. For this purpose, as mentioned above, the scores obtained in the first and second gradings were compared. These scores were assigned to the second set of 20 essays which remained the same (no change was made in papers) in the first and second gradings. The correlation coefficients were found for each of the 14 inexperienced as shown in table-1 below.

<table>
<thead>
<tr>
<th>Rater Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients</td>
<td>.63*</td>
<td>.90</td>
<td>.95</td>
<td>.80</td>
<td>.86</td>
<td>.94</td>
<td>.77</td>
<td>.83</td>
<td>.90</td>
<td>.78</td>
<td>.63*</td>
<td>.65*</td>
<td>.84</td>
<td>.83</td>
</tr>
</tbody>
</table>

* Coefficients found to be below 0,70

The results indicated that the scores assigned by three inexperienced teachers had correlation coefficients below 0,70, which is not desirable in terms of the consistency of the scores (Baker, 1989). Therefore, these three inexperienced teachers with low correlation coefficients were not included in the data analysis procedure described in the following part. The reliability correlation coefficients for the remaining 11 inexperienced teachers were found to be between 0,77 and 0,95 with a mean of 0,85.

**Analysis of the Data**

For the statistical analysis of the scores obtained through the grading of the first set of 20 essays, paired t-test was run. This would help see whether the teachers’ scores were influenced by the correction of sentence-level grammar errors. To do this, two sets of scores assigned by 11 inexperienced teachers were taken into account: the total
scores of the first set of 20 essays marked in the first grading and the expected total scores of the corrected set of the first set of 20 essays re-marked in the second grading. Following this, if a change was found in the total scores, we would go on to analyze the sub-scores assigned to each of the sub-components (content, organization, vocabulary use and mechanics) in the first and second gradings.

In this study, for all the statistical analyses, the level of significance was taken as $p<0.05$.

**FINDINGS AND DISCUSSION**

**Analyses of the Total Scores of the Original Essays in the First Grading and the Expected Total Scores of the Corrected Versions in the Second Grading for Inexperienced Teachers**

For the purpose of the observation of whether teachers’ scores were influenced by the language use corrections, paired $t$-test was run. The reason for applying paired $t$-test was that the same teachers marked the essays twice at different times. To do this, as mentioned above, two sets of scores were compared: the total scores that the teachers assigned to the original 20 essays and the total scores that the teachers re-assigned to the same 20 essays a month later, yet language use errors of which were corrected before the second grading.

However, before the comparison of the two sets of scores obtained in the first and second gradings, it was necessary to arrange the total scores that the teachers assigned in the second grading. The reason for such an arrangement was that these total scores assigned in the second grading were thought to include extra marks that might have been given due to the correction of language use errors. For this purpose, first, the teachers’ sub-scores assigned to language use component in the first grading were subtracted from the sub-scores assigned to the same component in the second grading. Next, the obtained values were also subtracted from the total scores that the teachers assigned in the second grading. Consequently, we would have ended up with the expected total scores from the second grading as shown in table-2 below, which illustrates a sample calculation of an expected total score for one of the inexperienced teachers’ scores.
Table 2. A Sample Calculation of an Expected Total Score

<table>
<thead>
<tr>
<th>Inexperienced Teacher</th>
<th>Language Use Component (out of 25)</th>
<th>TOTAL (out of 100)</th>
<th>Calculation of an Expected Total Score in the Second Grading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher Number:10, Paper Number:7</td>
<td>First Grading 11</td>
<td>Second Grading 19</td>
<td>First Grading 63</td>
</tr>
</tbody>
</table>

These calculated scores are called *expected total scores* since if a teacher's scores are not influenced by the correction of language use errors, that teacher is supposed to re-assign an expected total score similar or at least close to the total score assigned by him or her in the first grading. In table-2 above, sample scores of an inexperienced teacher who participated in this study is shown. The teacher assigned a higher total score (82) when he marked a paper whose sentence-level grammar errors were corrected for the second grading. On the other hand, that teacher was previously observed to assign a total score of 63 to the original version in the first grading. As for the language use sub-component, the teacher assigned a sub-score of 11 in the first grading and 19 in the second grading. This 8-point increase in the language use component in the second grading is already expected to occur since language use errors were corrected for the second grading. However, when this 8-point is subtracted from the total score of the second grading (82), a score of 74 (82-8 = 74) is obtained, which is called an *expected total score* for the second grading. When this expected total score of 74 obtained from the second grading is compared with the total score of 63 assigned by the same teacher in the first grading, the teacher can now be thought to assign a higher mark in the second grading.

Following the same procedure for calculations above, the expected total scores were found for each inexperienced teacher and for each of the 20 papers for the second grading. Table-3 below shows the mean of the sub-scores of language use component and the mean of the total scores assigned in the first and second gradings by inexperienced teachers. It also presents the mean of the expected total scores for the second grading.
Table 3. The Mean of the Expected Total Scores Calculated for Inexperienced Teachers

<table>
<thead>
<tr>
<th>Mean of the Scores</th>
<th>Mean Total Scores</th>
<th>Mean of the Increase in Language Use</th>
<th>Mean of the Expected Total Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assigned to the Language Use Component (out of 25)</td>
<td>(out of 100)</td>
<td>in the Second Grading</td>
<td>in the Second Grading</td>
</tr>
<tr>
<td>First Grading</td>
<td>Second Grading</td>
<td>First Grading</td>
<td>Second Grading</td>
</tr>
<tr>
<td>14,3272</td>
<td>19,859</td>
<td>69,1272</td>
<td>78,1863</td>
</tr>
</tbody>
</table>

\[(19,859 - 14,3272) = 5,5318\]
\[(78,1863 - 5,5318) = 72,6545\]

Eventually, the total scores assigned in the first grading and the *expected total scores* obtained from the second grading were statistically compared. The results are shown in table-4 below.

Table 4. Comparison of the First And Second Gradings for Inexperienced Teachers

<table>
<thead>
<tr>
<th>Inexperienced Teachers</th>
<th>Mean Scores</th>
<th>Mean Diff.</th>
<th>Paired t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Grading</td>
<td>Second Grading</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>22,3410</td>
<td>22,9863</td>
<td>.6453</td>
<td>-2,354</td>
</tr>
<tr>
<td>Organization</td>
<td>13,8590</td>
<td>15,9772</td>
<td>2,1182</td>
<td>-6,975</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>14,7000</td>
<td>15,3136</td>
<td>.6136</td>
<td>-3,950</td>
</tr>
<tr>
<td>Mechanics</td>
<td>3,9000</td>
<td>4,0502</td>
<td>.1502</td>
<td>-2,223</td>
</tr>
<tr>
<td>TOTAL</td>
<td>69,1272** (Expected Total)</td>
<td>72,6545</td>
<td>3,5273</td>
<td>-23,485</td>
</tr>
</tbody>
</table>

* p value is significant at .05 level
** Language use in the first grading included

The Effect of Accurate Use of Language on the Total Scores And on the Sub-scores of Inexperienced Teachers

The scores were analyzed for inexperienced teachers. When the first set of total scores was compared with the second set of expected total scores, the mean score for the first grading was found to be 69,12 for the 11 inexperienced teachers. On the other hand, the mean of the expected total scores obtained from the total scores of the same group of teachers in the second grading was 72,65. This shows that inexperienced teachers assigned higher total marks to the corrected-version essays in the second grading than they did in the first grading. In addition, the difference between these two sets of scores was statistically significant with a *p* value of 0,000 at the significance level of 0,05.
In the next step, the sub-scores assigned in the first and second gradings by inexperienced teachers to each of the four sub-components, namely content, organization, vocabulary use and mechanics were compared and analyzed.

While the highest increase was observed in the sub-component of organization with a mean difference of 2.12, the lowest increase was observed in the mechanics component with a mean difference of 0.15. The content and vocabulary use components seem to have received higher sub-marks with almost a similar mean difference; the former 0.64 and the latter 0.61. Considering the paired t-test results, the increase observed in all the sub-components was statistically significant at the significance level of 0.05.

**CONCLUSION AND SUGGESTIONS**

The results of this study revealed two very important points in terms of the assessment of writing skills. First, all the teachers were found to increase their total scores if they assessed a paper which had an accurate use of grammar. However, what is important to state here is that, from the result just stated above, one may think that it is already a typical case for any paper to receive a higher total mark when the rater assigns a higher sub-mark to the sub-component of language use when corrected, which in turn contributes to the total mark. Instead, what we found out through the results of this study was that if the quality of the language use of a paper were improved yet the other 4 sub-components remaining the same, all the teachers were found to increase their sub-scores that they assigned to the other sub-components of the same paper and thus can now be observed to increase their total scores.

In terms of the increase in the total scores, it was only 3.53 for the inexperienced teachers. In writing assessment, the difference between any two teachers’ scores is commonly considered tolerable if there is at most a 10-point difference in-between. However, it shouldn’t be forgotten that the increase in the scores stated above is not the one observed between two teachers who scored only one paper. What is important is that the increase was observed for a total of 11 inexperienced teachers each of whom scored 20 papers in total. It should neither be forgotten that the increase in the total scores in this study was observed in an end-of-year exam where 1-point difference causes a student to fail or pass the preparatory class. Therefore, in this study, the total
mean score was found to be 69.12 in the first grading and 72.65 in the second grading for the inexperienced teachers. As can be seen, the mean scores of the inexperienced teachers were over 70 in the second grading, which is the passing grade. On the other hand, the mean scores were below the passing grade in the first grading.

As for the statistical results of the analyses of the sub-scores assigned to the sub-components, the results were striking. The increase in the sub-scores assigned to the sub-components of content, organization, vocabulary use and mechanics by 11 inexperienced teachers was found to be statistically significant. However, if we take the ESL Composition Profile into consideration, only in the organization component was a considerable increase observed according to the profile’s descriptors for each sub-component (see appendix for the descriptors for each sub-component). That is, all the inexperienced teachers assessed the organization component of the original essays considering the descriptors of the third bend, whereas they judged the organization sub-component of the grammatically-corrected versions, this time, taking the descriptors of the second bend into consideration. All the other 3 sub-components, content, vocabulary use and mechanics, were observed to remain in the same bend across the two gradings.

What’s more, the results of this study seem to be very much in line with the results of previous research findings. In one study, Sweedler-Brown (1993) investigated whether experienced English instructors who are not yet trained to teach English as a second language are influenced by grammatical features of English found in students’ papers. The researcher asked 6 instructors to mark 6 student essays twice. All the participating subjects in the study collectively averaged 10 years’ experience in teaching writing and had spent at least 5 years evaluating essays. Before the second grading, the researcher corrected the sentence-level errors found in 6 papers. Consequently, the results of a paired t-test applied to the scores assigned in two gradings indicated that a significant difference was found between two sets of scores (p=.004).

Although there are possible sources for such errors and they are hard to prove, it is not rare to hear some teachers say that they do not want to assign a high mark to a paper (which might actually deserve a higher mark that could even be the true score of that paper) just because the paper has some errors in some simple sentence structures such as the subject-verb agreement for the verb ‘to be’.
In order to overcome such sources of errors, all teachers, especially inexperienced ones, can attend training sessions so as to use such an analytic writing assessment profile more effectively. In these sessions, teachers should be made more conscious of the importance of referring to the profile while assigning their scores. This is especially important in large-scale testing situations since all teachers are supposed to consider the same standards in order to avoid unfair assignment of scores to different students. Therefore, in the training sessions, teachers should also be made aware of the fact that it is unfortunately impossible to reach the true score for a paper, yet they should be reminded of the fact that the more they take the assessment criteria into consideration in the grading process, the more consistent scores will be achieved among raters.

Another possible reason for the effect of accurate use of language on scores found in this study could be the fact that the sub-components in the assessment criteria might not have met the expectations of the teachers about what should be involved in a good writing. In order to deal with such a possible expectation, the descriptors in the criteria could be improved or the weightings of some of the components could be increased or decreased by asking for the comments of teachers.

However, though this could be a solution, a more effective suggestion can be to ask two raters to mark different aspects of the same paper independently. That is, one of the teachers can mark the sub-components of vocabulary, language use and mechanics of a paper, while the other can mark the content and organization components of the same paper. The rationale for such a suggestion is that, in this way, the raters will not be allowed to know the total score of that paper while assigning their sub-scores. This will not lead them to think about the total score of the paper, and thus help them avoid reconsidering their ratings to the sub-components, which will also avoid another factor called halo-effect.

Furthermore, if it is a large-scale testing, teachers should not be allowed to know the proficiency level of the students (nor their names) while grading the papers. This is especially important when teachers are asked to mark essays written by students at lower levels and then asked to mark those of upper students or vice versa.
Suggestions for Further Studies

The research presented in this study investigated the potential impacts of students’ accuracy in language use in papers on teachers’ scores assigned to essays using analytic writing criteria. Consequently, both groups of teachers’ sub-scores and total scores were influenced by the students’ accurate use of grammar and thus assigned higher marks.

First and most important of all, one issue that can stimulate further research is the results itself found in this study. It could be investigated why an increase occurs in especially two of the sub-components, content and organization when teachers mark grammatically accurate papers. Thereby, an answer could be provided to the question of whether the increase was due to the teachers themselves, or whether there is a positive correlation between the quality of language use and the quality of organization of ideas found in a paper.

Apart from this, with a similar research design, the errors that belong to vocabulary use could be corrected and the quality and variety of vocabulary used in papers can be improved so that it would be possible to see if the quality of vocabulary use has an effect on raters’ sub-scores and thus on their total scores. Furthermore, in a different study with a similar research design, the organization of ideas in papers could be improved.

Another study could employ this time experienced teachers to investigate whether the results of the study with a similar research design will differ from those of the present study, in which only inexperienced teachers participated.

Furthermore, it could also be investigated in another study whether there will occur any difference between the scores of two groups of teachers, experienced and inexperienced, in order to see if experience in assessing written products of students plays a role in the scores assigned to student written products.

Another concern for further research may entail the replication of the present study involving native speaker teachers of English in the grading process as the third group of subjects so as to see whether native languages of raters is also a factor that influences the scores.
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### Appendix 1.

#### ESL Composition Profile

<table>
<thead>
<tr>
<th>Range</th>
<th>CONTENT CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-27</td>
<td>EXCELLENT TO VERY GOOD: knowledgeable • substantive • thorough development of thesis • relevant to assigned topic</td>
</tr>
<tr>
<td>26-22</td>
<td>GOOD TO AVERAGE: some knowledge of subject • adequate range • limited development of thesis • mostly relevant to topic, but lacks detail</td>
</tr>
<tr>
<td>21-17</td>
<td>FAIR TO POOR: limited knowledge of subject • little substance • inadequate development of topic</td>
</tr>
<tr>
<td>16-13</td>
<td>VERY POOR: does not show knowledge of subject • non-substantive • not pertinent • OR not enough to evaluate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range</th>
<th>ORGANIZATION CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-18</td>
<td>EXCELLENT TO VERY GOOD: fluent expression • ideas clearly stated/ supported • succinct • well-organized • logical sequencing • cohesive</td>
</tr>
<tr>
<td>17-14</td>
<td>GOOD TO AVERAGE: somewhat choppy • loosely organized but main ideas stand out • limited support • logical but incomplete sequencing</td>
</tr>
<tr>
<td>13-10</td>
<td>FAIR TO POOR: non-fluent • ideas confused or disconnected • lacks logical sequencing and development</td>
</tr>
<tr>
<td>9-7</td>
<td>VERY POOR: does not communicate • no organization • OR not enough to evaluate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range</th>
<th>VOCABULARY CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-18</td>
<td>EXCELLENT TO VERY GOOD: sophisticated range • effective word/idiom choice and usage • word form mastery • appropriate register</td>
</tr>
<tr>
<td>17-14</td>
<td>GOOD TO AVERAGE: adequate range • occasional errors of word/idiom form, choice, usage but meaning not obscured</td>
</tr>
<tr>
<td>13-10</td>
<td>FAIR TO POOR: limited range • frequent errors of word/idiom form, choice, usage • meaning confused or obscured</td>
</tr>
<tr>
<td>9-7</td>
<td>VERY POOR: essentially translation • little knowledge of English vocabulary, idioms, word form • OR not enough to evaluate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range</th>
<th>LANGUAGE USE CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-22</td>
<td>EXCELLENT TO VERY GOOD: effective complex constructions • few errors of agreement, tense, number, word order/function, articles, pronouns, prepositions</td>
</tr>
<tr>
<td>21-18</td>
<td>GOOD TO AVERAGE: effective but simple constructions • minor problems in complex constructions • several errors of agreement, tense, number, word order/function, articles, pronouns, prepositions but meaning seldom obscured</td>
</tr>
<tr>
<td>17-11</td>
<td>FAIR TO POOR: major problems in simple/complex constructions • frequent errors of negation, agreement, tense, number, word order/function, articles, pronouns, prepositions and/or fragments, run-ons, deletions • meaning confused or obscured</td>
</tr>
<tr>
<td>10-5</td>
<td>VERY POOR: virtually no mastery of sentence construction rules • dominated by errors • does not communicate • OR not enough to evaluate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range</th>
<th>MECHANICS CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>EXCELLENT TO VERY GOOD: demonstrates mastery of conventions • few errors of spelling, punctuation, capitalization, paragraphing</td>
</tr>
<tr>
<td>4</td>
<td>GOOD TO AVERAGE: occasional errors of spelling, punctuation, capitalization, paragraphing but meaning not obscured</td>
</tr>
<tr>
<td>3</td>
<td>FAIR TO POOR: frequent errors of spelling, punctuation, capitalization, paragraphing • poor handwriting • meaning confused or obscured</td>
</tr>
<tr>
<td>2</td>
<td>VERY POOR: no mastery of conventions • dominated by errors of spelling, punctuation, capitalization, paragraphing • handwriting illegible • OR not enough to evaluate</td>
</tr>
</tbody>
</table>

TOTAL SCORE OUT OF 100

ESL Composition Profile developed by Jacobs et al (1981)